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Selection Studies in Sugarcane (Saccharum sp. hybrids)
III. A Method to Determine Sample Size for the Estimation

a
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of Population Variance
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Summary. An approximate method to determine sample size for the estimation of population variance, o, is
given. The estimate of ¢° is denoted as s®. Based on the assumption of a normal distribution for (s°/0°- 1),

the sample size is approximately e

al to 20,000 z;/k®; where z is a standard normal deviate, p is the

probability that As®(=100|s® - ¢°|/c®) is less than, or equal to, a critical value k, and k {measured as As®)

is the desired precision of s>.

The expected value of As®, with respect to sample size, and the expected cumulative frequencies of As®
over sample size for various k values are given. Their goodness of fit to the observed results was satisfac-
tory except for populations that were different from normal. The observed values were taken from a study on
four yield components in five sugarcane polycross progenies, grown in two contrasting environments over 2

years in three selection stages.

The expected As® was found to be independent of the population coefficient of variance.
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Introduction

Variance is an important population parameter, espe-
cially for studies in quantitative genetics. Sprague
(1966) mentioned that a sample size of 250, with two
replications, is commonly used in North Carolina
experiments to provide a reliable estimate of vari-
ance components in corn. Skinner (1971) suggested
that 75 seedlings from a cross in sugarcane would
be satisfactory in determining the value of a cross.
Wu et al. (In preparation) suggested that a sample
size should never be less than 40 to estimate mean
and acceptable variance in a hybrid population of
surgarcane. An empirical sampling method was used
by Wu et al. (In preparation), but no mention of
methods was made by Skinner (1971) and Sprague
(1966).

* Research suppoted in part by USDA, ARS, grant
=ﬁ=12-14-5001—34. Published with the approval of
the Director as Paper No. 412 intheJournal Series
of the Experiment Station, Hawaiian Sugar Planters'
Association.

The objective in this study was to find an approxi-
mate method which could be used in determining the

sample size for the estimation of population variance.

Methods and Results

The variance of a quantitative character, x, in a pop-
ulation is usually denoted as ¢°, and its estimatefrom
a random sample of the population, as s®. The value
of As®, defined as 100|s”- ¢®|/c°, is used here as a
measurement for the precision of the estimate: the
closer As® is to zero, the more precise the estimate.

Two conditions are to be considered in obtaining
an estimate for a given sample size: (1) that As®
should be less than or equal to critical value, k, of
certain precision of s, and (2) that As®< ghould oc-
cur frequently. Therefore, information is obtained
on the precision and confidence of the estimate of s®
for a particular sample size.

Based on the assumption that {s*/o%- 1) is nor-
mally distributed, the expected As? (or E&s®) is ap-
proximately equal to 112.8/Yn-1, and its standard
deviation (SD) is approximately 85.2/Vn-1 (Appen-
dix 1). The relationship between EAs® and Eas® +
SD with respect to sample size, n, is shown in Fig.
1. Based on data in Fig.1, a sample size of 30 may
have an expected As® = 20, with a EAs® + SD of about
40. Again assuming (s%/¢° - 1) is normally distribut-
ed, the probability that As® is less than or equal to k
can be obtained by P(|z| <k Yn-1/100 V2), where z
is a standard normal deviate and n the sample size
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Fig.1. Expected As® for different sample sizes

(Appendix 2). Shown in F1g 2 are the expected cumu-
lative frequencies of 4s®, [P(4s®<k)] for seven dif-
ferent critical values of k and various sample sizes
(in natural logarithmic scale). For a given sample
size of 30, and a critical value of k = 40, the proba-
bility that the estimated s® with As® is less than or
equal to 40 is about 0.87.

The observed results were obtained from repeated
random samples drawn from 120 populations. The
populations were derived from data on four yield com-
ponents in five sugarcane polycross progenies, grown
in two contrasting environments over 2 years in three
selection stages (Wu et al., In preparatlon) Each
population consisted of 250 data points. As® and As®
were calculated for each sample size. Results of chi-
square test (Appendix 3) for goodness of fit between
the observed and the expected As® for four different

) L i , characters are listed in Table 1. Of the 24 tests, 17
o S 96 20 304050 100 150 250 00 1000 (or 70%) were not mgmﬁcantly different (P = 0. 01)
SAMPLE SIZE (IN In SCALE) from the expected As”.

The observed frequencies for eight classes of As?
were obtained for each sample size. The classes were
0 to 4.9, 5 to 9.9, 10 to 19.9, 20 to 29.9, 30 to
39.9, 40 to 49.9, 50 to 59.9, and more than 60
(Flg 2). For each sample size, 150 values of As®
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Fig.2. Cumulative frequencies of As® over sample
sizes for various k values

Table 1. Chi-square tests for goodness of fit between observed 4s® and expected A(s®) for each character
and selection stage in windward (W) and leeward (L) locations

Chi-square

Stalk Stalk Stalk Refractometer
Selection number diameter length solids
Stage w L w L w L w L
FT1 8.1 151. 3% 10.9 4.4 5.7 9.5 17.1% 15.6%
FT2 7.4 68. 1% 5.7 7.4 3.6 30, 4% 16.0% 15.7#
FT4 5.0 44, 8% 7.4 9.5 29.3#3# 21.2%% 11.4 29, T##

*, % Signiﬁcant at S% and 1% level, respectively
% )= S 1.7518 m D; where D = (Es%/Eas?) - 1; Eas® T 112.83/ Vo= T
= 8, the eight dlfferent sample sizes as shown in Fig.1;

= 50 the 50 As® calculated from each of 50 random samples obtained from 5 populations,
10 random samples each
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Table 2. Chi-square tests for goodness of fit between the observed and expecied frequency distributions of
As® for each sample size in windward (W) and leeward (L) locations

Chi-squares
Sample Degree Stalk Stalk Stalk Refractometer
size of number diameter length solids
freedom

n w L w L w L w L

5 7 4.04 17.45% 4.17 3.47 4.04 9.86 14.67% 6.12
10 7 7.96 16.75% 15.91% 6.34 8.03 2.07 6.46 13.95
20 7 5.07 16.09% 8.48 1.40 9.61 8.21 11.67 2.17
30 6 8.44 7.39 4.61 7.38 8.51 9.75 8.77 7.93
40 6 19,24 %% 37.75%# 4.14 17.14%%* 8.63 6.62 5.77 7.04
50 5 3.54 77.95%#% 2.52 1.96 5.93 2.62 10.85 7.96
60 5 12.04# 111.05##* 5.09 8.04 2.07 11.05 3.66 4.89
70 4 6.75 47.07%#* 10.49% 1.70 5.23 3.04 9.66% 11.28%

* ## Significant at 5% and 1% level, respectively
x° = Y (Expected - Observed)®/Expected

For each sample size, the total observed frequencies was 150 As® obtained by 10 random samples from
each of 15 populations (5 progenies x 3 selection stages).

Table 3. Frequency distributions with significant
skewness and kurtosis, in percent of total number
(120) of populations tested

Characters
Stalk Stalk Stalk Refracto-
Parameter number diameter length meter
solids
Skewness 87 20 23 40
Kurtosis 57 33 27 40

were obtained by taking 10 random samples from
each of 15 populations (5 progenies in 3 selection
stages) within each location and yield component. Ob-
served frequency distributions of 4s® were then com-
pared with their expected frequency distributions
which were obtained by conversion from the cumula-
tive frequency distributions as shown in Fig.2. Chi-
square tests for goodness of fit between the observed
and expected frequency distributions are given in
Table 2. Fifty-eight out of 64 chi-square tests (or
90 %) were not significantly different (P = 0.01).

The Kolmogorov-Smirnov test for goodness of fit
(Sokal and Rohlf 1969) was used to check the normal-
ity of each population. Of the 120 populations, 116
were not significantly different (P = 0.05) from the
null hypothesis of normality. The four populations
which were significantly different from normal were
all different for number of stalks: one polycross pro-
geny at the leeward location in all 3 selection stages
and one polycross progeny at the windward location
in the first selection stage.

Snedecor and Cochran (1969) pointed out that pop-
ulations may be noticeably skewed, although the chi-
square test does not reject the null hypothesis of nor-
mality. Skewness and kurtosis were determined on
all 120 populations. The data for stalk number had
the highest number of frequency distributions with

skewness and kurtosis (Table 3). The four non-nor-
mal populations had the highest magnitude of skew-
ness (g1) and kurtosis (gz):2.96(gs) and 11.80 (gz),
2.45 and 10.60, 1.64 and 5.20, and 1.03 and 1.30.

Discussion

Large chi-square values were mainly obtained for
stalk number in the leeward location for both the ex-
pected As2 and its frequency distributions (Tables 1
and 2). They were probably caused by the three non-
normal populations of one progeny having extremely
large values of skewness and kurtosis for stalk num-
ber. It appears that the adequacy of the assumption
that (sz/cr2 - 1) is normally distributed depends on
the distribution of a variable in the population. The
percentage of non-significant chi-square tests be-
tween the expected and observed 2s? (Appendix 3)
was 78% (P = 0.01) or 55% (P = 0.05), and that
between the expected and the observed frequency dis-
tributions of As®> was 97 % (P = 0.01), or 87% (P =
0.05), if one ignores those tests for number of
stalks in Tables 1 and 2. The agreement between ex-
pected and observed results for A52 was lower than
that for the frequency distributions of Asz. Thelower
percentage of agreement between the observed and
expected As2' is probably due to the method used
here (Appendix 3).
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Since the percentage of agreement between the ob-
served and the expected frequency distributions of
As2 was satisfactory, the latter can be used in esti-
mating the sample size for population variance. The
expected A52 and its standard deviation as shown in
Fig.2 could provide information on the precision and
confidence of 52 for a given sample size.

A working formula to estimate the sample size,

n, for the variance of a population is as follows:
~ 2,2 .
n = 20,000 zp/k , (Appendix 2)

where z is a standard normal deviate, k is the criti-
cal value with certain precision of sz, and p is the
probability that As2 < k. Values of z can be found in
a table of the standard normal distribution. For ex-
ample, z equals 1.64 when p equals 0.9. If the
critical value of k is equal to 10, the sample size
will be 537. This sample size can alsobe approximat-
ed from Fig.2.

For a given sample size, k represents the preci-
sion and p the confidence of the estimate. The choice
of k and p is often a matter of subjective judgment.
Statistically, for instance, the p value could be more
than or equal to 0.9, while the k value could be less
than or equal to 10 in order to obtain a satisfactory
estimate. This will require a sample size of about
500, as calculated from the formula. This was the
sample size suggested by Sprague (1966). However,
the population variance may not be as useful as the
population mean, especially when estimating the re-
lative importance of a cross. One may reduce the
precision and confidence of the variance estimated
and examine fewer individuals per cross to be able
to test more crosses in the same land area (Skinner
1971; Wu et al., In preparation).

Wu et al. (In preparation) in their empirical
sampling study, found a similar patiern of A52 with
respect to sample size for the four characters stud-
ied although the population CV's were different for
different characters. From the expected Asz, it was
shown that CV was not related to EAsZ. Therefore,
regardless of the CV for a variable in a population,
its Eas?

The probability that As?
k can also be obtained from a chi-square distribu-
tion: P(8s?<k) = PL(n-1)(1-k/100) <x?( )<

will remain the same as shown in Fig.1.

is less than or equal to
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(n-1)(1+k/100)]. This would be considered a more
precise method. The probability obtained from this
method, for example, is equal to 0.11 for n = 5,

k = 10; 0.43 for n= 5, k = 40; 0.29 forn = 30,

k = 10; 0.88 for n = 30, k = 40; 0.47 for n = 80,

k = 10; 0.98 for n = 80, k = 40. These values of
probability are very close to the results approximat-
ed from Fig.2 for the same values of n and k. We
did not use the chi-square method because no simple

formula for the sample size can be derived from it.

Appendix 1

Expected 4s® and its standard deviation:

Let y = (s%/¢°) - 1, and hence E(Y) =0, V(Y) =
2/{(n - 1), where n is the sample size. Assuming
that y is approximately normally distributed with
mean zero and variance 2/(n - 1), then Eas® =
E[100|s? - ¢°|/c®]1= 100 E|Y|= 100 V% = f 1=
112.8/Yn-1 and Vas® = 100° V|Y| = 100® (1 -2/n) x
[2/(n - 1)](Kendall 1952). The standard deviation
of As® is approximately 85.2/Yn-1.

Appendix 2

Probability that As® <k for a given sample size
of n:

Under the same assumption as in Appendix 1,
P(As®<k) = P(100|Y|<k)= P(|z|< kVn-1/100V2)
where z is a standard normal deviate. Let

P(As®<k) = p, then zZ2< k" (n - 1)/20,000, and
n T 20,000 z5/k°.

Appendix 3

Chi-square test for goodness of fit between expected
4s® and observed As®, the average of As®, of the

m
same sample size n(or As® = Z as? m):
i=1

Under the same assumption in Appendix 1 and consid-
ering

m 2 2
100 Y |———2 |
[}

Es?/Ens? - (100‘/Z V—z—) -
m m 'n-1
m S2
)3 | 2 1] m
1 g T 1 Y |z|; where z~N(0, 1).
VE 2 VE
mj= my=
" n-1 ]
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Since E(§ |z|) - mE|z] = m |2 and v(f |z|>.—.

~ m ~ [ 72 2
mV|z|=m(1~%), then ) |z|= (As_z) 2%
Eas
2
R . . . 2m 2
is approximately distributed as N Pl 4 1- .

( Zsz) 2m? 2m?

From (1), is approximately

distributed as N(0, 1). It implies
2

2m (Zsz _1)
l" EAs? 2

~ that i
=R

22\ Bs? 2

mA 3 5 -1 P

Eds 5 = 1.7518 m(—AS—-E- 1)2~ 2
m(i - F) EAs

for a given sample size of n.
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